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Homework questions?



 

 



 

 



 

 

Ridge regression 2

● Reading: ISLR 6.2.1

● Last time: 

– Ridge regression shrinks effects of small singular values

– Helps deal with variance due to collinearity

● Today:

– Geometric view

– Probabilistic interpretation
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Situation for n >> d



 

 

Situation for n < d

“flat” directions of 

least squares loss
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Solution: constrain solutions
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Picture of loss & regularizer



 

 

Bayes’ rule



 

 

MAP estimator



 

 

Practical considerations: Ridge

● Best if features X are standardized

● Don’t penalize intercept
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